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57 ABSTRACT

A job continuation management apparatus according to an
exemplary aspect of the invention includes, job execution
units that carrying out jobs; a job management information
memory unit storing job identification information, identifi-
cation information on the job execution unit, job execution
information and job continuing execution priority in unit of
the job; and a job continuation management unit referring to
the job management information memory unit when a failure
occurs in the job execution units, and, about records having
identification information of the job execution unit identical
with identification information of the failed job execution,
sends the job identification information and the job execution
information to one of the job execution units except for the
failed unit sequentially in a order starting from a job having
highest the job continuing execution priority to lowest, and
making the job execution unit of a receiving party perform
continuation execution of the job.

7 Claims, 9 Drawing Sheets

JOB JOB CONTINUATION | EXCEPTIONAL EXCEPTIONAL
NAME | EXECUTION JOB EXECUTION INFORMATION PRIORITY TIMING TIMING
SERVER CONTINUATION
JOB PROCESSING | RESULT INPUT DATA BEING PRIORITY
ENGINE NOTIFICATION [ IN PROCESS
DESTINATION

JOB 1 | SERVER 1 addition CLIENT NUM1(D),NUM2(DI=5 | 4 END OF MONTH | 2

JOB 2 | SERVER 1 multiplication CLIENT NUMI(D.NUM2(DI=3 | 5 END OF PERIOD | 0

JOB 3 | SERVER 2 subtraction CLIENT NUM1(D,NUM2(DI=4 | 4 END OF MONTH | 3

JOB 4 | SERVER 2 division CLIENT NUM1(D),NUM2(DI=2 | 5 END OF PERIOD | 1
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JOB CONTINUATION MANAGEMENT
APPARATUS, JOB CONTINUATION
MANAGEMENT METHOD AND JOB
CONTINUATION MANAGEMENT PROGRAM

This application is based upon and claims the benefit of
priority from Japanese Patent Application No. 2012-032771,
filedon Feb. 17,2012, the disclosure of which is incorporated
herein in its entirety by reference.

TECHNICAL FIELD

The present invention relates to a job continuation man-
agement apparatus, a job continuation management method
and a job continuation management program that efficiently
perform continuing execution of jobs which have been being
carried out at the time of a system failure.

BACKGROUND ART

In the modern society in which IT environments have been
developed highly and the dependence to IT in daily life is
increasing, influence of a failure of a computer system on the
society is very large, and thus a demand for high availability
of'a computer system is increasing more and more. In such a
high availability system, it is one of big challenges how effi-
ciently to perform recovery when failures occur.

As one of methods for establishing a highly available sys-
tem, a method by which a spare server is prepared in advance
as a server of a standby system in addition to servers of an
active system used in a usual operation, and, when a failure
occurs in the active-system server, the system is continued by
switching to the server of a standby system, for example.
Also, in recent years, according to the advance of a capacity
increase and a price reduction of a hard disk and a memory,
and to the progress of virtualization technologies which
divide one server into a plurality of servers virtually, it has
become possible to build virtual servers of an active system
and a virtual server of a standby system in a single server.
Thus, technological environments that enable construction of
ahighly available system relatively cheaply are also being put
into place.

As an example of a high availability system utilizing such
virtualization technology, in Japanese Patent Application
Laid-Open No. 1997-288590, there is disclosed a system for
realizing a non-stop operation of a system by making one of
child OSs generated by a virtual computer system exist as a
standby system, and by making, when a child OS of an active
system becomes incapable of performing processing any
more due to a system malfunction, the child OS ofthe standby
system take the processing over.

Also, as another example of a system to perform recovery
processing at the time of failure occurrence efficiently, in
Japanese Patent Application Laid-Open No. 1996-314875,
there is disclosed a system in which, when a failure occurs in
a distributed node in a distributed system, lost function sub-
stitution about an application task to be lost by the failure is
performed between normal distributed nodes according to the
priority of the node for determining a party who takes over the
task.

SUMMARY

In the technology disclosed in Japanese Patent Application
Laid-Open No. 1997-288590 mentioned above, all pieces of
processing having been being carried out by a child OS of an
active system or by a distribution node in which a failure has
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occurred are taken over simultaneously by a child OS of a
standby system or by a normal distributed node. Accordingly,
there is a problem that it takes time to perform recovery
because restart at a party which takes over the pieces of
processing having been being carried out in the failure occur-
rence origin are performed after all data about the execution
environment of the failure occurrence origin has been handed
to the taking-over party.

The technology disclosed in Japanese Patent Application
Laid-Open No. 1996-314875 is a technology in which an
application task whose execution has been stopped by a fail-
ure is taken over according to priority for determining which
node should take over it, but not according to the processing
priority of the application task itself. Accordingly, there is a
problem that it is not necessarily the case that continuation
execution of an application task having high processing pri-
ority essentially is performed first.

An object of the present invention is to provide a job
continuation management apparatus, a job continuation man-
agement system, a job continuation management method and
a job continuation management program which settle these
problems.

A job continuation management apparatus according to an
exemplary aspect of the invention includes, a plurality of job
execution units that carry out jobs; a job management infor-
mation memory unit that stores job identification informa-
tion, identification information on the job execution unit that
is an executor, job execution information and job continuing
execution priority in unit of the job in a correlating manner;
and a job continuation management unit that refers to the job
management information memory unit when a failure occurs
in one of the job execution units, and, about records having
identification information of the job execution unit identical
with identification information of the job execution unit of
failure origin, sends the job identification information and the
job execution information to one of the job execution units
except for a job execution unit of the failure origin sequen-
tially in a order starting from a job having highest the job
continuing execution priority to lowest, and making the job
execution unit of a receiving party perform continuation
execution of the job.

A job continuation management method according to an
exemplary aspect of the invention includes, carrying out jobs
by a plurality of job execution units; storing job identification
information, identification information on the job execution
unit that is an executor, job execution information and job
continuing execution priority in unit of the job in a correlating
manner in a memory area; and referring to the memory area
when a failure occurs in one of the job execution units, and,
about records having identification information of the job
execution unit identical with identification information of the
job execution unit of failure origin, sending the job identifi-
cation information and the job execution information to one
of'the job execution units except for a job execution unit of the
failure origin sequentially in a order starting from a job hav-
ing highest the job continuing execution priority to lowest,
and making the job execution unit of a receiving party per-
form continuation execution of the job.

A computer-readable recording medium according to an
exemplary aspect of the invention records thereon a program
which makes a computer having a plurality of job execution
units that carry out jobs and a memory area function as a job
management information memory unit that stores job identi-
fication information, identification information on the job
execution unit that is an executor, job execution information
and job continuing execution priority in unit of the job in a
correlating manner; and a job continuation management unit
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that refers to the job management information memory unit
when a failure occurs in one of the job execution units, and,
about records having identification information of the job
execution unit identical with identification information of the
job execution unit of failure origin, sends the job identifica-
tion information and the job execution information to one of
the job execution units except for a job execution unit of the
failure origin sequentially in a order starting from a job hav-
ing highest the job continuing execution priority to lowest,
and making the job execution unit of a receiving party per-
form continuation execution of the job.

BRIEF DESCRIPTION OF THE DRAWINGS

Exemplary features and advantages of the present inven-
tion will become apparent from the following detailed
description when taken with the accompanying drawings in
which:

FIG. 1 is a block diagram showing a configuration of a first
exemplary embodiment of the present invention;

FIG. 2A is a flow chart (1/2) showing operations of the first
exemplary embodiment of the present invention;

FIG. 2B is a flow chart (2/2) showing operations of the first
exemplary embodiment of the present invention;

FIG. 3 is an exemplary configuration of job management
information in the first exemplary embodiment of the present
invention;

FIG. 4 is an exemplary configuration of machine manage-
ment information in the first exemplary embodiment of the
present invention;

FIG. 5 is a block diagram showing a configuration of a
variation of the first exemplary embodiment of the present
invention;

FIG. 6 is a block diagram showing a configuration of a
second exemplary embodiment of the present invention;

FIG. 7 is an exemplary configuration of job management
information in the second exemplary embodiment of the
present invention; and

FIG. 8 is a block diagram showing a configuration of a third
exemplary embodiment of the present invention.

EXEMPLARY EMBODIMENT

The first exemplary embodiment of the present invention
will be described in detail with reference to a drawing.

FIG. 1 is a block diagram showing a configuration of this
exemplary embodiment.

A job continuation management system of this exemplary
embodiment includes a host server 1, a client terminal 16 and
an input/output data storage unit 17.

The host server 1 configures a virtual server system and
includes active-system virtual servers 10 and 11, a standby-
system virtual server 12, a virtual server monitoring unit 13,
a shared memory 14 and a job continuation management unit
15.

The active-system virtual servers 10 and 11 are virtual
servers built by the host server 1, and the names of server 1
and server 2 are given by the host server 1, respectively. The
active-system virtual servers 10 and 11 are virtual servers
which carry out jobs at a time of a usual operation, and include
a job execution units 100 and 110, and local memories 101
and 111, respectively. The local memories 101 and 111 store
programs and data of jobs which the job execution units 100
and 110 execute, respectively.

Similarly, the standby-system virtual server 12 is a virtual
server built by the host server 1, and the name of server 3 is
given by the host server 1. The standby-system virtual server
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12 does not carry out jobs at a time of an usually operation,
and, when a failure occurs in any one of the active-system
virtual servers 10 and 11, and jobs cannot be carried out any
more by the failed server, takes the jobs over from the failed
server and continues execution of the stopped jobs. The
standby-system virtual server 12 includes a job execution unit
120 and a local memory 121. The local memory 121 stores
programs and data of jobs which the job execution unit 120
executes.

The virtual server monitoring unit 13 monitors occurrence
of'a failure in the active-system virtual servers 10 and 11, and,
when a failure occurs in any one of the virtual servers,
receives a failure message from a virtual server in which a
failure has occurred and transmits the server name of that
server to the job continuation management unit 15.

The shared memory 14 is a memory which is being man-
aged by the host server 1 directly, and it is also accessible
from the active-system virtual servers 10 and 11 and the
standby-system virtual server 12. The shared memory 14
stores a copy of the programs and data of jobs executed by the
active-system virtual servers 10 and 11 and the standby-
system virtual server 12.

The shared memory 14 includes a job management infor-
mation memory unit 140. The job management information
memory unit 140 stores job management information 141
which is management information about each job being car-
ried out by the active-system virtual servers 10 and 11.

An exemplary configuration of the job management infor-
mation 141 is shown in FIG. 3. The job management infor-
mation 141 correlates a job name, a job execution server, ajob
processing engine, a result notification destination, input data
being in process and continuation priority. “Job name” is
given by the host server 1 uniquely in order to distinguish all
jobs carried out in the host server 1. “Job execution server”
indicates a server that is carrying out a job concerned, and for
example, it is shown that job 1 and job 2 are being carried out
by the active-system virtual server 10 (server 1), and that job
3 and job 4 are being carried out by the active-system virtual
server 11 (server 2). “Job processing engine” indicates the
name of a program executed by a job, and for example, it is
shown that job 1 executes the program for addition (addition
of pieces of input data) and job 2 executes the program for
multiplication (multiplication of pieces of input data).
“Result notification destination” indicates the output destina-
tion of a job execution result, and it is shown that, in this
exemplary configuration, jobs 1 to 4 perform output to the
client terminal 16. “Input data being in process” indicates
input data which a job is processing at present, and for
example, it is shown that job 1is processing input data NUM1
(5) and NUM2 (5), and job 2 NUM1 (3) and NUM2 (3).
“Continuation priority” indicates execution priority when
execution of a job is continued at the time of failure occur-
rence, the priority being set by the host server 1. The smaller
its numerical value is, the higher its priority is. Accordingly,
in this exemplary configuration, it is shown that job 1 has the
highest priority, followed by job 3, job 2 and job 4 in this
order.

The shared memory 14 also stores machine management
information 142 which is management information on the
system.

An exemplary configuration of the machine management
information 142 is shown in FIG. 4. The machine manage-
ment information 142 correlates a server name, an IP address
and a maximum number of simultaneously executed jobs. “IP
address” is an IP address of each server or a client terminal
given by a system administrator of this exemplary embodi-
ment. “The maximum number of simultaneously executed
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jobs” indicates the maximum number of jobs which each of
the active-system virtual servers 10 (server 1) and 11 (server
2) and the standby-system virtual server 12 (server 3) can
carry out simultaneously, and it is shown that the maximum
number of jobs of the active-system virtual servers 10 and 11
is 2 and the maximum number of jobs of the standby-system
virtual server 12 is 1. The reason why the maximum number
of jobs of the standby-system virtual server 12 is small com-
pared with the maximum number of jobs of the active-system
virtual servers 10 and 11 is that, because an system adminis-
trator makes a hardware resource to be assigned to the
standby-system virtual server 12 that is not used at usual
operation times small for effective use of hardware resources.

When a failure occurs in any of the active-system virtual
servers 10 and 11, the job continuation management unit 15
makes the standby-system virtual server 12 take jobs which
have been being carried out by the virtual server in which the
failure has occurred over and carry them out.

For example, when a failure occurs in the active-system
virtual server 10 (server 1), the virtual server monitoring unit
13 receives failure occurrence information sent from the
active-system virtual server 10, and informs the job continu-
ation management unit 15 that the failure has occurred in the
active-system virtual server 10.

The job continuation management unit 15 receives the
information of failure occurrence, searches for a record in
which a job execution server is server 1 from the job manage-
ment information 141 in the job management information
memory unit 140, and, as a result, extracts the records about
job 1 and job 2 having been being carried out by server 1.

Because the number of jobs that the standby-system virtual
server 12 is carrying out at the present moment is 0 according
to the job management information 141, and the maximum
number of simultaneously executed jobs of the standby-sys-
tem virtual server 12 is 1 according to the machine manage-
ment information 142, the job continuation management unit
15 confirms that the standby-system virtual server 12 is in a
state that job execution is possible.

The job continuation management unit 15 compares the
continuation priority of the records about job 1 and job 2
extracted in the above, and transmits information on the job
name, the job processing engine, the result notification des-
tination and the input data being in process in the record of job
1 having high continuation priority to the job execution unit
120 of the standby-system virtual server 12 and directs con-
tinuing execution of job 1. Simultaneously, the job continu-
ation management unit 15 rewrites data of the job execution
server of the record of job 1 in the job management informa-
tion 141 from server 1 to server 3.

Upon receiving an instruction of continuing execution of
job 1 from the job continuation management unit 15, the job
execution unit 120 of the standby-system virtual server 12
loads the program of'the job processing engine “addition” and
the input data NUM1 (I) and NUM2 (I) into the local memory
121 from the shared memory 14, and begins continuing
execution of the job starting from [=5.

In succession to job 1, the job continuation management
unit 15 performs, about job 2, too, preparation for directing
the job execution unit 120 of the standby-system virtual
server 12 to perform job continuing execution. At a time point
when continuing execution of job 1 in the standby-system
virtual server 12 has not completed yet, the number of jobs
that the standby-system virtual server 12 is executing is 1. In
addition, according to the machine management information
142, the maximum number of simultaneously executed jobs
of'the standby-system virtual server 12 is 1. Accordingly, the
job continuation management unit 15 confirms that it is a state
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that the standby-system virtual server 12 cannot be made to
perform additional execution of a job. In this case, the job
continuation management unit 15 suspends an instruction of
continuing execution of job 2 to the standby-system virtual
server 12 until continuing execution of job 1 in the standby-
system virtual server 12 is completed.

When the continuing execution of job 1 is completed, the
job execution unit 120 reports the execution completion of
job 1 to the job continuation management unit 15. Upon
receiving the execution completion report of job 1, the job
continuation management unit 15 eliminates the record of job
1 in the job management information 141. At this time point,
the number of jobs in the job management information 141
that the standby-system virtual server 12 is carrying out
becomes 0. Accordingly, the job continuation management
unit 15 confirms that the standby-system virtual server 12 is in
a state that job execution is possible, and outputs the instruc-
tion of continuing execution of job 2 for the standby-system
virtual server 12 that has been suspended to the job execution
unit 120. Simultaneously, the job continuation management
unit 15 rewrites the data of the job execution server of the
record of job 2 in the job management information 141 from
server 1 to server 3.

Upon receiving the instruction of continuing execution of
job 2 from the job continuation management unit 15, the job
execution unit 120 loads the program of the job processing
engine “multiplication” and the input data NUM1 (I) and
NUM2 (1) into the local memory 121 from the shared memory
14, and begins continuing execution of the job starting from
I=3.

At this time point, there is no job for which continuation
execution has not started yet among the jobs which have been
being carried out by the active-system virtual server 10, and
thus the host server 1 makes the standby-system virtual server
12 be promoted to an active-system virtual server.

The client terminal 16 is a terminal by which a user of a
system of this exemplary embodiment directs job execution,
and checks an execution result of jobs.

The input/output data storage unit 17 is a disk apparatus for
storing programs and input data used by jobs carried out by a
system of this exemplary embodiment, or output data of an
execution result of jobs.

Next, referring to the flow charts of FIGS. 2A to 2B, opera-
tions of this exemplary embodiment will be described in
detail.

The virtual server monitoring unit 13 receives failure
occurrence information from one of the active-system virtual
servers 10 and 11, and sends the failure occurrence informa-
tion to the job continuation management unit 15 (S101).
Referring to the job management information 141, the job
continuation management unit 15 confirms whether there
exist jobs which have been being carrying out by a virtual
server in which a failure has occurred or not (S102). When
there is no job which has been being carried out by the virtual
server in which the failure has occurred (in S103, No), the
host server 1 makes the standby-system virtual server 12 be
promoted to an active-system virtual server (S110), and fin-
ishes the whole processing.

When there are jobs which have been being carried out by
the virtual server in which the failure has occurred (in S103,
Yes), the job continuation management unit 15 calculates a
difference between the maximum number of simultaneously
executed jobs of the standby-system virtual server 12 in the
machine management information 142 and the number of
jobs that are being carried out by the standby-system virtual
server 12 calculated from information on a job execution
server in the job management information 141 (S104). When
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the difference is not 1 or more (in S105, No), the job continu-
ation management unit 15 stands by in this state.

When the difference is 1 or more (in S105, Yes), the job
continuation management unit 15 refers to the job manage-
ment information 141 in the job management information
memory unit 140, and reads the data of a record of the highest
continuation priority among records with a job execution
server identical with the server of the failure origin (S106).
The job continuation management unit 15 sends information
of the record with the highest continuation priority that has
been read to the job execution unit 120 in the standby-system
virtual server 12, and directs continuing execution of the job
of'thatrecord. Then, the job continuation management unit 15
rewrites information on a job execution server of the record
concerning the job in the job management information 141 to
“server 3” that is a standby-system virtual server (S107).

The job execution unit 120 loads data needed for continu-
ing execution of the job directed by the job continuation
management unit 15 from the shared memory 14 into the local
memory 121, starts continuing execution of the job, and,
when job execution is completed, reports it to the job con-
tinuation management unit 15 (S108). The job continuation
management unit 15 eliminates the record about the job for
which information of execution completion has been received
from the job management information 141, and the process-
ing returns to S102 (S 109).

This exemplary embodiment has an effect that continuing
execution of a job, execution of which has been stopped by
occurrence of a system failure, is begun efficiently in a small
amount of time. The first reason is that, according to infor-
mation of job continuation priority stored in the job manage-
ment information memory unit 140, the job continuation
management unit 15 delivers information required for con-
tinuing execution of jobs to the standby-system virtual server
12 successively in the order of continuation priority of a job
from highest to lowest, and directs continuing execution of
the jobs. At the time point when information required for
continuing execution of a job of high priority has been able to
obtain, the standby-system virtual server 12 can begin con-
tinuing execution of the job, and, compared with a method
which begins continuing execution after information for con-
tinuing execution of all jobs which have been being carried
out by a server of the failure origin has been obtained, con-
tinuing execution of the jobs can be begun in a small amount
of time.

The second reason is that delivery of job continuing execu-
tion information to the standby-system virtual server 12 by
the job continuation management unit 15 is performed by
memory copy within the host server 1 configuring a virtual
server system. Because, compared with a case in which deliv-
ery of job continuation information to a party that takes over
a job is performed between different physical servers, a time
needed for data transfer is short, continuing execution of a job
can be begun in a small amount of time.

Although this exemplary embodiment has been described
taking a system in which a job continuation management
apparatus includes two active-system virtual servers and one
standby-system virtual server as an example above, this
exemplary embodiment is not limited to this structure. A
virtual server may be an actual processor or the like. Also, an
active-system server may be provided with a function of a
standby system server at the same time.

A block diagram of a configuration of a variation of this
exemplary embodiment is shown in FIG. 5. In this exemplary
configuration, the job continuation management apparatus 1
includes job execution modules 20 to 22 instead of the active-
system virtual servers 10 and 11 and the standby-system
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virtual server 12 in the above-mentioned exemplary configu-
ration. The job execution modules 20 to 22 include the job
execution units 100, 110, 120, and the local memories 101,
111 and 121, respectively. Each of the job execution units
100, 110, 120 is a single processor. The job execution mod-
ules 20 to 22 are active systems, and, at the same time, they
have the function of a standby system, too. When a failure
occurs in one of the job execution modules 20 to 22, two job
execution units in which the failure has not occurred take
stopped jobs over according to directions of the job continu-
ation management unit 15.

<Second Exemplary Embodiment>

Next, the second exemplary embodiment of the present
invention will be described in detail with reference to a draw-
ing.

FIG. 6 is a block diagram showing a structure of this
exemplary embodiment.

Except that an exceptional timing continuation priority
setting unit 150 is added into the job continuation manage-
ment unit 15, the structure of a job continuation management
system of this exemplary embodiment is similar to the struc-
ture of the first exemplary embodiment shown in FIG. 1.

In this exemplary embodiment, job management informa-
tion 241 stored in the job management information memory
unit 140 is different from the job management information
141 of the first exemplary embodiment. An exemplary con-
figuration of the job management information 241 is shown in
FIG. 7.

The job management information 241 further includes
information on exceptional timing and exceptional timing
continuation priority compared with the job management
information 141 in the first exemplary embodiment. These
are pieces of information in order for the job continuation
management unit 15 to use, in a specific time indicated in
“exceptional timing” such as the end of month and the end of
a term, a numerical value indicated in “exceptional timing
continuation priority” as continuation priority in a manner
different from that of usual time.

The exceptional timing continuation priority setting unit
150 compares the current date and time information which
the host server 1 holds and information on exceptional timing
in the job management information 241. When there is a
record in which the current date and time meets the time
indicated in the field of exceptional timing, the exceptional
timing continuation priority setting unit 150 directs, about the
job of that record, the job continuation management unit 15 to
change the numerical value of the continuation priority in the
record to the numerical value of the exceptional timing con-
tinuation priority and perform an operation of job continua-
tion.

For example, when a failure occurs in the active-system
virtual server 10 (server 1) on the last day of May (the end of
month), because the exceptional timing of job 1 is the end of
month in the job management information 241, the excep-
tional timing continuation priority setting unit 150 directs the
job continuation management unit 15 to change the numerical
value of the continuation priority of job 1 from 4 to 2 and
perform the operation of job continuation.

After the continuation priority of job 1 has been changed
from 4 to 2, the job continuation management unit 15 per-
forms the same operation as the first exemplary embodiment.
In this case, the continuation priority ofjob 1 and job 2 will be
2 and 5, respectively, and the job continuation management
unit 15 performs the job continuation operation in the order of
job 1 and job 2.

When a failure occurs in the active-system virtual server 10
(server 1) on the last day of September (the end of a term),
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because the last day of September is also the end of month and
it is also the end of a term, the continuation priority of job 1
and job 2 will be 2 and 0, respectively, and the job continua-
tion management unit 15 performs the job continuation
operation in the order of job 2 and job 1.

This exemplary embodiment has an effect that, when
change of the setting of continuation priority of a job is
desired limited to a certain specific time, change of the setting
is performed automatically. The reason of this is that the
exceptional timing continuation priority setting unit 150
refers to the time of exceptional timing indicated in the job
management information 241 and a numerical value of
exceptional timing continuation priority applied in that time,
and, when it is the time of the exceptional timing, directs the
job continuation management unit 15 to use the numerical
value of exceptional timing continuation priority as continu-
ation priority.

When setting change of priority is performed by hand
about a job having high priority in a specific time such as the
end of month and the end of a term although the priority in
usual time is not so high, there can be a case where delay of
processing of the highest priority job is caused due to omitted
setting. In this exemplary embodiment, such problem is
settled because the exceptional timing continuation priority
setting unit 150 performs change of setting of the priority
automatically.

<Third Exemplary Embodiment>

Next, the third exemplary embodiment of the present
invention will be described in detail with reference to a draw-
ing.

FIG. 8 is a block diagram showing a structure of this
exemplary embodiment.

The job continuation management apparatus 1 of this
exemplary embodiment includes a plurality of, two, for
example, job execution units 301 and 302, a job management
information memory unit 340 and a job continuation man-
agement unit 35.

The job execution units 301 and 302 are equipment which
carries out jobs. They may be usual processors, or may be
virtual servers such as the active-system virtual servers 10 and
11 in the first exemplary embodiment.

About each job carried out by the job execution units 301
and 302, the job management information memory unit 340
stores identification information of the job, identification
information of a job execution unit that executes the job, job
execution information, and job continuing execution priority
in a correlated manner. The detailed structure of this is similar
to the job management information 141 of the first exemplary
embodiment shown in FIG. 3.

Identification information of a job is a unique name given
by a system management unit (not shown) in order to distin-
guish all jobs. Identification information of a job execution
unit that executes a job will be the name of one of the job
execution unit 301 and the job execution unit 302.

As shown in FIG. 3, job execution information includes a
job processing engine, a result notification destination and
input data being in process, and details of those are as
described in the first exemplary embodiment. Job continuing
execution priority indicates execution priority when perform-
ing continuation execution of a job at the time of failure
occurrence set by the system management unit, and its details
have been described in the first exemplary embodiment.

When a failure occurs in the job execution unit 301, for
example, the job continuation management unit 35 refers to
the job management information memory unit 340. Then,
about records in which identification information of a job
execution unit that executes jobs is the job execution unit 301,
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the job continuation management unit 35 sends, in the order
of job continuing execution priority from highest to lowest,
the identification information of a job concerned and the
execution information of the job to the job execution unit 302
sequentially and makes the job execution unit 302 perform
continuation execution of the job.

As is the case with the first exemplary embodiment, this
exemplary embodiment has an effect that continuing execu-
tion of jobs whose execution have been stopped by occur-
rence of a failure in one of the job execution units 301 and 302
is begun in a short amount of time efficiently. The reason is
that, according to information on job continuation priority
stored in the job management information memory unit 340,
the job continuation management unit 35 delivers informa-
tion required for continuing execution of a job to a job execu-
tion unit of a party where the failure has not occurred succes-
sively from a job of the highest continuation priority to the
lowest, and direct continuing execution of the job.

Although this exemplary embodiment is not equipped with
a server of a standby system as is the case with the first and
second exemplary embodiments, it realizes the above-men-
tioned effect.

The previous description of embodiments is provided to
enable a person skilled in the art to make and use the present
invention. Moreover, various modifications to these exem-
plary embodiments will be readily apparent to those skilled in
the art, and the generic principles and specific examples
defined herein may be applied to other embodiments without
theuse of inventive faculty. Therefore, the present invention is
not intended to be limited to the exemplary embodiments
described herein but is to be accorded the widest scope as
defined by the limitations of the claims and equivalents.

Further, it is noted that the inventor’s intent is to retain all
equivalents of the claimed invention even if the claims are
amended during prosecution.

What is claimed is:

1. A job continuation management apparatus, comprising:

a plurality of job execution units that carry out jobs;

a job management information memory unit that stores job
identification information, identification information on
said job execution unit that executes said job, job execu-
tion information and job continuing execution priority
for each said job in a correlating manner; and

a job continuation management unit that refers to said job
management information memory unit when a failure
occurs in one of said job execution units, and, about
records having identification information of said job
execution unit identical with identification information
of said job execution unit of failure origin, sends said job
identification information and said job execution infor-
mation to one of said job execution units except for a job
execution unit of said failure origin sequentially in an
order starting from a job having highest said job con-
tinuing execution priority to lowest, and making said job
execution unit of a receiving party perform continuation
execution of said job;

wherein:

said job management information memory unit stores a
specific time to carry out said job and exceptional timing
continuing execution priority to be applied as said con-
tinuing execution priority of said job limited to said
specific time in a correlating manner; and

when a record, with information of said specific time that
matches current date and time information of a system,
exists in said job management information memory unit,
said job continuation management unit changes said



US 9,152,491 B2

11

continuation execution priority in said record to said
exceptional timing continuing execution priority.

2. The job continuation management apparatus according
to claim 1, wherein

said plurality of job execution units operate on a plurality

of virtual servers built within one server having said job
management information memory unit, and

said job continuation management unit sends said job iden-

tification information and said job execution informa-
tion in said job management information memory unit to
said job execution unit of a receiving party by memory
copy within said server.

3. A job continuation management method, comprising:

carrying out jobs by a plurality of job execution units;

storing job identification information, identification infor-
mation on said job execution unit that executes said job,
job execution information and job continuing execution
priority for each said job in a correlating manner in a
memory area,

referring to said memory area when a failure occurs in one

of said job execution units, and, about records having
identification information of said job execution unit
identical with identification information of said job
execution unit of failure origin, sending said job identi-
fication information and said job execution information
to one of said job execution units except for a job execu-
tion unit of said failure origin sequentially in an order
starting from a job having highest said job continuing
execution priority to lowest, and making said job execu-
tion unit of a receiving party perform continuation
execution of said job;

storing a specific time to carry out said job and exceptional

timing continuing execution priority to be applied as
said continuing execution priority of said job limited to
said specific time in a correlating manner in said
memory area; and

when a record with information of said specific time that

matches current date and time information of a system,
exists in said memory area, changing said continuation
execution priority in said record to said exceptional tim-
ing continuing execution priority.

4. The job continuation management method according to
claim 3, wherein

said plurality of job execution units operate on a plurality

of virtual servers built within one server having said
memory area, and

sending said job identification information and said job

execution information in said memory area to said job
execution unit of a receiving party by memory copy
within said server.

5. A non-transient computer-readable recording medium
recording thereon a program which makes a computer func-
tion as:

a plurality of job execution units that carry out jobs;

ajob management information memory unit that stores job

identification information, identification information on
said job execution unit that executes said job, job execu-
tion information and job continuing execution priority
for each said job in a correlating manner; and

a job continuation management unit that refers to said job

management information memory unit when a failure
occurs in one of said job execution units, and, about
records having identification information of said job
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execution unit identical with identification information
of said job execution unit of failure origin, sends said job
identification information and said job execution infor-
mation to one of said job execution units except for a job
execution unit of said failure origin sequentially in an
order starting from a job having highest said job con-
tinuing execution priority to lowest, and making said job
execution unit of a receiving party perform continuation
execution of said job;

wherein:

said job management information memory unit stores a
specific time to carry out said job and exceptional timing
continuing execution priority to be applied as said con-
tinuing execution priority of said job limited to said
specific time in a correlating manner; and

when a record with information of said specific time that
matches current date and time information of a system,
exists in said job management information memory unit,
said job continuation management unit changes said
continuation execution priority in said record to said
exceptional timing continuing execution priority.

6. The computer-readable recording medium according to
claim 5, recording thereon said program which makes said
computer function as:

said job continuation management unit sends said job iden-
tification information and said job execution informa-
tion in said job management information memory unit to
said job execution unit of a receiving party by memory
copy within said server.

7. A job continuation management apparatus, comprising:

a plurality of job execution means for carrying out jobs;

a job management information memory means for storing
job identification information, identification informa-
tion on said job execution means that executes said job,
job execution information and job continuing execution
priority for each said job in a correlating manner; and

a job continuation management means for referring to said
job management information memory means when a
failure occurs in one of said job execution means, and,
about records having identification information of said
job execution means identical with identification infor-
mation of said job execution means of failure origin,
sending said job identification information and said job
execution information to one of said job execution
means except for a job execution means of said failure
origin sequentially in an order starting from a job having
highest said job continuing execution priority to lowest,
and making said job execution means of a receiving
party perform continuation execution of said job;

wherein:

said job management information memory unit stores a
specific time to carry out said job and exceptional timing
continuing execution priority to be applied as said con-
tinuing execution priority of said job limited to said
specific time in a correlating manner; and

when a record, with information of said specific time that
matches current date and time information of a system,
exists in said job management information memory unit,
said job continuation management unit changes said
continuation execution priority in said record to said
exceptional timing continuing execution priority.
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